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Beatty's Theorem (Rayleigh 1894, Beatty 1926)
The Beatty sequences of $\alpha$ and $\beta$ partition the positive integers if and only if $\frac{1}{\alpha}+\frac{1}{\beta}=1$.

## Cutting sequences

## Def. (Cutting sequence)
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The cutting sequence for $\sqrt{3}$ is $10110110101 \ldots$
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| $\mathcal{C}^{\sqrt{3}}$ | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathcal{B}^{\sqrt{3}}$ |  | 1 |  |  | 3 |  |  | 5 |  | 6 | $\ldots$ |
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And so
$\mathcal{B}^{\alpha}, \mathcal{B}^{\beta}$ partition $\mathbb{N} \Longleftrightarrow \mathcal{C}^{\alpha-1}$ and $\mathcal{C}^{\beta-1}$ are inverse
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\begin{aligned}
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We have $\frac{1}{\varphi}=\frac{1}{1+\frac{1}{\varphi}}$.
To get from $\mathcal{C}^{\frac{1}{\varphi}}$ to $\mathcal{C}^{1+\frac{1}{\varphi}}$, we add a 1 before each $0,0 \mapsto 10,1 \mapsto 1$.
To get to $\mathcal{C}^{\frac{1}{1+\frac{1}{\varphi}}}$, we invert, $0 \mapsto 1,1 \mapsto 0$.
So $\mathcal{C}^{\frac{1}{\varphi}}$ is invariant under:

$$
\begin{aligned}
& 0 \mapsto 01 \\
& 1 \mapsto 0
\end{aligned}
$$
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## The Fibonacci Word

The 0th Fibonacci word, $S_{0}$, is 0 .
$S_{n}$ is obtained from $S_{n-1}$ by the substitution

$$
\begin{aligned}
& 0 \mapsto 01 \\
& 1 \mapsto 0
\end{aligned}
$$

$S_{0} 0$
$S_{1} 01$
$S_{2} 010$
$S_{3} 01001$
$S_{4} 01001010$
$S_{5} 0100101001001$
The limiting infinite Fibonacci word $S_{\infty}$ is $\mathcal{C}^{\frac{1}{\varphi}}$.
By induction, $S_{n+1}=S_{n} S_{n-1}$, and $S_{n}$ contains $F_{n} 1 \mathrm{~s}, F_{n+1} 0 \mathrm{~s}$.
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| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
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We can also construct the sequences as follows:

- $L_{n}$ is the lowest positive integer that hasn't appeared in either $\left(L_{n}\right)$ or $\left(U_{n}\right)$ yet.
- $U_{n}=L_{n}+n$.
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## Wythoff's game

Now consider the Beatty sequences of $\varphi$ and $\varphi^{2}$.
Since $\frac{1}{\varphi}+\frac{1}{\varphi^{2}}=1$, they partition $\mathbb{N}$.
And as $\varphi^{2}=\varphi+1,\left\lfloor n \varphi^{2}\right\rfloor=\lfloor n \varphi\rfloor+n$.
So we can construct te Beatty sequences in the same way as the Wythoff sequences:

- $\mathcal{B}_{n}^{\varphi}$ is the lowest positive integer that hasn't appeared in either $\mathcal{B}^{\varphi}$ or $\mathcal{B}^{\varphi^{2}}$ yet.
- $\mathcal{B}_{n}^{\varphi^{2}}=\mathcal{B}_{n}^{\varphi}+n$

So, since $L_{1}=1=\mathcal{B}_{1}^{\varphi}$,

$$
\begin{aligned}
L_{n} & =\mathcal{B}_{n}^{\varphi}=\lfloor n \varphi\rfloor \\
U_{n} & =\mathcal{B}_{n}^{\varphi^{2}}=\left\lfloor n \varphi^{2}\right\rfloor .
\end{aligned}
$$
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